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Abstract. With the availability of record data, this work
examines the issue of estimating the scale parameter of an
exponential distribution after a preliminary test. We find the
crucial values and the best significance levels according to the
minimax regret criteria. A numerical example is provided to

demonstrate this estimate.
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1. Introduction

The exponential distribution is one of the most commonly used models in
life testing and reliability studies. The probability density function of
exponential distribution is given by
1 1
f(x) = 5 exp{—fﬁ(x -mM} x>n, >0, —o<n<owo,

and cumulative distribution function is
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F(x)=1-exp{—g(x=n)} x>n.
In some applications, the experimenter possesses some knowledge about
the parameter . This knowledge may be obtained from past experiences,
or from the acquaintance with similar situations. Thus, one is in position
to give an educated guess or prior estimate J. This prior information may
be incorporated in the estimation process using a preliminary test
estimator.
In this paper, we present a preliminary test estimator for the scale pa-
rameter of exponential distribution based on record values. The optimum
level of statistical significance for the usual preliminary test estimator
is obtained by using the minimax regret criterion [5]. The preliminary test
estimator always depend on the significance level of the prelimi- nary
test. The methods to seek the optimal level of significance for the
preliminary test have been investigated by [7,8,9]. Baklizi in [2] found the
preliminary test estimator for the scale parameter of exponential
distribution based on censored data, also in [3] Baklizi studied the pre-
liminary test estimator of this parameter based on record values without
any optimizations.
Record values are important in many real life application involving data
relating to methodology, sport, economics and life testing. Let X3, Xa,
be a sequence of independent and identically distributed ran-
dom variables having the same distribution as the (population) random
variable X. An observation X; will be called an upper record value if
exceeds in value all of the preceding observations, i.e., if X; > X, for
every i < j. The sequence of record times T,,n > 1 is defined as fol-
lows: T;=1 with probability 1 and, for n > 2, T, = min{j : X; > Xr,_,
. A sequence of upper record values is defined by Xy = X7,,n = 1,
2,.... For details on record values and other interesting topics
related to records see [1]. This paper is organized as follows, in Section 2.
we drive the preliminary test estimation and define the minimax regret
criterion, the optimal level of a is computed numerically in Section 3. A
numerical example is given in this Section.
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2. Preliminary Test Estimation

Suppose that we observe n upper record values Xy), Xu@)y.....,» Xu(n)
from the exponential model. The likelihood function is

L(OXx)=9" exp(—X"—;n), nN<xi<x <--<x. (D
2 n

We observe that T= (Xy (1), Xu () is a joint sufficient statistic for
(n, 9). The maximum likelihood estimations of ¢ and n are

)

1 N
=;(XU(n)—XU(1)) and 7 = Xy().

The joint pdf of (Xy(1) Xun)) is

9" fXUn—Z X n
(1yXu(n) (xy) = F(HT)(T_X) exp( 9 ), n<x<yc<

[ o)

Lemma 2.1. Let Xy (1), Xu (2),.--» Xu (n) be record data from the expo-
nential distribution then W = % (Xy (n) = Xu (1)) has a chi-square distri-
bution with 2n — 2 degrees of freedom.

Proof. The proof is straight forward. Q

Consider Xy 1) Xu(2),---» Xu(n) be record data from the exponential
distribution. Assume that & is a prior guess of . For testing Ho : & = %
against H; : 8 /= Oy, the likelihood ratio test statistic is

g 1eX]g[ XU(mgXu(1 l .

A(X) = l_(?ﬁ:

0
L(§ §-n exp(_wm)
§

So the acceptance region at level a is G < 2(Xy(n) = Xu(1))/To <Cy,
where Ci = X’322n—2 and Cz> = x*1_4/22n—2- A preliminary test

estimator 9 of ¢ may be obtained as follows:

5= Jo, C1 <§20 (Xun) —Xu() < C2
A otherwise.
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The mean of 6 is given by

260 0 20
~ 0 0
E0) = 6 /C: g(w)dw + 6 — %/ wg(w)dw,

where g(w) is the pdf of chi-square random variable with 2n — 2 degrees
of freedom. Similarly, the second moment of 8 is

" . L
E(0%) = 002/ g(w) dw + 0*(1 + =) — —2/ w?g(w) dw.
ﬂoﬁu n In goﬁu
Therefore, the mean squared error of 0 is
- 2 [ o 1 6> 9. 2
MSE(#) = 6 / gw)dw+6°(1+ =) — —2/ w*g(w) dw
<10 n 4dn 2%
2%
[
—20(00/ g(w) dw + 6 — —/ g(w) dw) + 6.
:19_% 2n _L_(.l

If we consider the weighted square error loss function L(d; 0) = (g— 1)# =

&20)_ the quantity ﬁE—(e—) can be considered as a risk function. Let

jl Then

Cad Cad
RISK(d,a) = (&% — 25)/ g(w) dw — ig w?g(w) dw
€16 an® Jeys

1 et 1
+-—/ wg(w) dw + —.
n Cié n

If 0 — 0 or oo then RISK(6,a) converges to RISK(6,1) which is the
risk of the maximum likelihood estimator 6. An optimal value of « is
a=1ifd €< d; or § = 3, and a = 0 otherwise, where d; and 09
are intersections of RISK(8,0) = (6 — 1) with RISK(6,1) = . The
intersections are d; = 1 — \/% and dp = 1+

The aim is to find the optimum values of a, according to the minimax
regret criterion. Since § is unknown we seek an optimal value @ = o*
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which gives a reasonable risk for all values of 4. The regret function is
defined as

REG(d,a) = RISK (d, ) — inf RISK (9, o),

where

RISK(0,1), d<0; or d =6

inf RISK(d, o) = { RISK(3,0), otherwise.

Risk Function

0.4 05
!

0.3
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delta

Figure 1. The risk function for some a.

The minimax regret criterion determines a* such that

sup{ Reg(d,a*)} < sup{Reg(d, o)},
) )

for every significance level a # a*. In Figure 1, we plot the risk function
forn=5and a =0, a=1 and a = 0.39. We can see that for § < 0o,
REG(d, ) takes a maximum value at d7, and for § > 4, it takes a
maximum value at d;7. Thus the minimax regret criterion determines o*
such that REG(dy,a*) = REG(dy,a*). An estimator for 6 that uses
the minimax regret significance levels now can be defined as

g _ [ % Ct < #(Xum) — Xu(y) < C3
0, otherwise,
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where C} and C3 are such that Py, (W < CY) = Py, (W > C3) = a*/2
and W ~ x3, _,.

For the scale parameter exponential distribution (7 = 0), the maximum
likelihood estimation of € is 0 = %XU(,,‘), and W = %XU(Y,,,) has a chi-
square distribution with 2n degrees of freedom. Therefore, a preliminary
test estimator for # may be obtained as follows:

B s 99., C) < %XU(") < Cy
0, otherwise.

Further steps are the same as general case but with 2n degrees of free-
dom.

3. Numerical Calculations

The aim of this section is to find the optimum values of «, C and Cs
according to the minimax regret criterion (see [2]). We found numerically
the optimum significance levels a* and the corresponding critical values
for some degrees of freedoms. The results are given in Table 1.

Table 1: Optimum significance levels and the corresponding critical
values.

df 4 6 8 10 12 14 16 18 20

of | 057 048 043 039 037 035 034 033  0.32

Ci| 211 338 474 6.12 761 9.09 1066 1223 13.81

Cs | 502 797 1077 1354 16.14 18.74 21.22 23.70 26.18

df | 22 24 26 28 30 32 34 36 38

o | 031 030 030 029 029 028 028 028 027
Cr 11539 1697 18.67 20.25 21.97 2356 2529 27.03 28.61
C3 | 28.65 31.13 33.43 3591 38.19 40.67 4293 45.19 47.68

Example 3.1. The following example is based on a data set discussed
by [6] and [4]. A rock crushing machine is kept working as long as the size
of the crushed rock is larger than the rocks crushed before. Otherwise
it is reset. The data given below represent the sizes of the crushed rocks
up to the third reset of the machine

9.3,0.6,24.4,18.1,6.6,9.0,14.3,6.6, 13.0, 2.4, 5.6, 33.8.
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The upper records are 9.3, 24.4, 33.8. It follows that the MLE’s of 6
is Oy = 8.167. Based on these record values, the Table 3. gives the
values of the preliminary test estimator for various choices of the prior
guesses of the scale parameter (6p). It can be seen that preliminary test
estimation and MLE of 6 are equal, for 6y less than 10 but the null
hypothesis is not rejected for 6y = 10, and so 0 is equal to prior guess
and the estimators are different.

Table 2: Preliminary test estimation for the scale parameter.

0o ) 6 7 8 9 1011 (12|13 |14 |15
6* | 8.167 | 8.167 | 8.167 | 8.167 | 8.167 | 10 | 11 | 12 [ 13 | 14 | 15
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